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#MOQOC research?—terabytes of data on
clicks and little understanding of what
changed in students' minds, says @bjfr
sciencemag.org/content/347/62...

Reich, J. (2015). Rebooting MO@§kearch Improve assessment, data sharing, and experimental
design Science, 347(62),730-31, http://bit.ly/1s3b5kS



THEORY INFORMED
LEARNING ANALYTICS
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decontextualized

Wilson, T.D. (1999). Models in information behaviour resealstirnalof Documentation55(3), 249; 270.



How do strong and weak effect
translating network position into
performance?

W2 | & A S Rahataki A.,.DI O S, Dawson, SY,2 O YR, @BekdiekEe L P CPI a ¢ NI yatl dA
LISNF2NXYI yOSY LYLRNIIFYOS 27F [/ Sy i MiIPfodeddingsbitheSntematiiGhdlB vy (i
Conference on Learning Analytics & Knowledge (LAK,Zdi6purgh, Scotland, UK, 2016 (in press).



Russo and Koesten
prestige(in-degree)
centrality (out-degree)

Cho and colleagues

Positive, statistically
significant association

s

Cognitive learning
outcome
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No statistically
significant association
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Conference on Learning Analytics & Knowledge (LAK,Zdi6purgh, Scotland, UK, 2016 (in press).
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Study

APlatform: Coursera

ACoursesCode Yourself! (English), Pxogramat
(Spanish)

ACertificate: 50% for the coursework: 75%istinction

Course participants Obtained certificate
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Analysis of the estimates for the two ERG models
Note: * p<.05; ** p<.01; *** p<.001
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Closeness (norma|)l
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Betweenness (distinct) |

*k*%k

Betweenness (normal)‘

-0.12 -0.1 -0.08 -0.06 -0.04 -0.02 0 0.02 0.04 0.06 0.08

Aprgoramar m Codeyourself

Multinomial regression analysgsnetwork centrality(independent) and course completion (dependent
Note: * p<.05; ** p<.01; *** p<.001

In order to provide meaningful visualizations, estimates for betweenness centrality were multiplied by 100 (only
for the presentation purposes)



Learning analytics is about learning

Learners construct knowledge
Learners are agents

Winne, P. H. (2006). How software technologies can improve research on learning and bolster school reform.
Educational Psychologj<ti(1),5¢17.



Learning analytics is about learning

Conditions, Operations,
Products, Evaluation, Standard:

(COPES)

Winne, P. H. (1997). Experimenting to bootstrap-setjulated learningJournal oEducationaPsychology, §9),
397-410.



Learning context

Instructional conditions shape
learning analytics results

DF OSPAGSE 5d> 51 g a20.(201§). eaarninghalyficsl3hauld hobprombie dd&ra filsall: The effec
of coursespecific technology use predictingacademicsuccessThe Internet and Higher Education, 58:84.



Predictive Power Diversity

100.00%

90.00%

80.00%

70.00%

60.00%

50.00%

40.00%

30.00%

20.00%

10.00%

0.00% -
All courses ACCT1 BIOL1 BIOL2 COMM1 COMP1 ECON1 *GRAP1 MARK1 MATH 1
together

Model 1¢ demographic and socieconomic variables
* - not statistically significant

= Model 1
m Moodle
® Model 1 + Moodle



Learner agency

More time online does not
always mean better learning

Y20 y20A0653 JokeiFowDI O[S 51zl (B HEIROAS5). Amabticsf GoSidnhilidS af Inquiry: Effects
of Learning Technology Use on Cognitive Presence in Asynchronous@stingsionsl helnternet and Higher
Education27, 74¢89.



Learner profileg use of LMS

UserLoginCount . Large effect sizes
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PROCESS NATURE OF LEARNING



How students study with
technology?



Categorization
Deep and surface approaches to learning

Trigwell K., & Prosser, M. (1991). Relating approaches to study and quality of learning outcomes at the course
level.British Journal of Educational Psycholdjy3), 265275.



Significant role of instructions ol
approaches to learning
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Internal conditions
(e.g., metacognition and motivation)

Bjork, R. ADunloskyJ., &ornell N. (2013). SeRegulated Learning: Beliefs, Techniques, and Illusfomsaual
Review of Psychology, 6411 7444. doi:10.1146/annurepsych113011143823



Student profiling

Unsupervised approaches

Lust, G.Elen J., &ClarebouE. D ® 6 H i1 M 0 UGube Withindzkv&byedhan@ed dorgef Explanatory
YSOKI yA&ayYa 2 JsebddtenrCsypiaterdd Himar2EehavioR9y(5).



Seqguences of activities
Seqguence oprocess miningHMMSs, etc.

Reimann P.,Markauskaite L.,Bannert M. (2014). eResearch and learning theory: What do sequence and proces:
mining methods contributeBritish Journal of Educational Technology34%528540.



What learning strategies do
students follow
while using technology?



Do learning strategies of studen
change over time
while using technology?



Context

Year one engineering course in computer syster
at University of Sydney

Enrolment:300 students

One lecturg2 hoursH onetutorial (2 hours)Ht
onelab (3 hour$

Assessment: midterm + final + project
Flipped classroom with 100% digital content



Next topic
Course Organization

Enter terms for a quick search

Go |

Course Organization

Week 1:
Organization
and Computer

System
Overview

Week 2:
Information
Encoding

Week 8: AVR
Instruction Set
Architecture

Week 11: High
Level
Programming
Constructs

Week 12:
Subroutines

Week 13: Exam simulation




Table Of Contents

Week 3

= To do
To know
Tutorial: Exercises on
Information Encoding
Lab: Lights and Buzzer
Lecture: Computer
Memory

Previous topic

2.2.14. Overflow and Underflow
in Floating Point Encoding

Next topic

2.2.18. Encoding muitiple
numbers

Enter terms for a quick search

Go

* Prepare tutorial answering the problem sequence about data encoding.
* Give a quick read to the material to cover in the lab. Comment it with your team mates.
« Watch the videos, read the material, and complete the problem sequence to prepare the lecture.

Assessment: Lecture preparation (video and sequence of problems) 1 mark, Tutorial preparation and participation
(sequence of problems and participation in session) 1 mark.

mTo know

+« How to analyze the capacity of two encoding schemes and detect advantages and disadvantages.
* Encode arbitrary set of data in a digital system.

* Control the light sensor and the buzzer with the Arduino UNO board.
e How memory is organized in a computer system and how is data stored.

Lab: Lights and Buzzer




* Watch the videos, read the material, and complete the problem sequence to prepare the lecture.
Table Of Contents IAssessment: Lecture preparation (video and sequence of problems) 1 mark, Tutorial preparation and
Week 3 participation (sequence of problems and participation in session) 1 mark.
= To do
= To know

= Tutorial: Exercises on TO know

Information Encoding
= Lab: Lights and Buzzer

& Letares Cotnoiter  How to analyze the capacity of two encoding schemes and detect advantages and disadvantages.

Memory + Encode arbitrary set of data in a digital system.
* Control the light sensor and the buzzer with the Arduino UNO board.
Previous topic « How memory is organized in a computer system and how is data stored.

2.2.14, Overflow and Underflow

in Floating Point Encoding \f Tutorial: Exercises on Information Encoding
Next topic

2.2.18. Encoding multiple ) B

& Lab: Lights and Buzzer

numbers

Enter terms for a quick search ‘Bl |
. £33 Lecture: Computer Memory lrack
m L.4.»

* Activities to do before the session:

o]

VIDEO: Encoding Sets of Symbols

3.2.1. VIDEO: The structure and operations in memory

o 3.2.3. Read about how data types are stored in memory

3.2.5. VIDEO: How tables/arrays are stored in memory

3.2.8. VIDEO: Memory Indirection Video

Sequence of problems about memory storage (score to be added to the course marks).
o Print and bring to the lecture the Wweek 3 Lecture Worksheet.

* Activities to do during the session (you do not have to work on them before that time):

o

o

o]

o

o]

2.2.17. Encoding Colors

3.2.2. Before and after memory operations

3.2.4. Store two integers in memory

3.2.6. Access to array elements

3.2.9. Indirection to three integers

+ Do you need to review the entire material for this session? Go to How to store data in memory

o

0

o

o




Ia 3.2.1.2. Resources

e« The video summarizing how memory works and data is stored.

Memory in a computer system
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* The annotations produced during the video TraCk



Usyd General Comments

USyd - test group e e - Sept. 1: &
When encoding symbols, one needs to consider: U
a) How many bits to use - need to have at least enough bits to store

all possible combinations

b) Correspondence between symbols and binary encoding -a t...
T - Aug. 17:

An introduction on creating sets and how to represent them in binary.

The main rules when choosing an encoding is:
1) How many bits
2) How to choose correspondence between symbols and binary.

Bits ...

—ln. - Aug. 15:

ingredients needed for symbols

- size of bits (use filler bits to fill any required bits to satisfy the
requirement for the number of bits needed)

. Track

for example, in UAL-1 catalog of sy...

i - Aug. 13: -

Add General
Comment

CL AS Collaborative Lecture
Annotation System p

Add & Download
Annotation Annotations

view: mine / all Mine >

—
Q
@)

CLAS has been collaboratively developed with support from University of British Columbia,
University of South Australia, University of Sydney and University of New South Wales.

S t for the software and r h has been provided by the Australian Government

PP

Office for Learning and Teaching.
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